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Abstract
The problem of locating roots of nonlinear equations occurs frequently in previous

work. This study suggests a new accelerated iterative method for solving nonlinear
equations. The new iterative method is converging quadratically. Some numerical problems
illustrate that this new method can compete with Newton Raphson Method. Henceforth, it
has been observed from the results and comparisons of developed method that the new
accelerated Iterated Method is loftier than Newton Raphson Method.
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INTRODUCTION

The most significant and challenging problems is to find real roots of nonlinear
equations, such as ( ) = 0

There exist many applications that give thousands of the nonlinear problems. These
applications rise in an extensive assortment of real-world applications in Applied Science and
Engineering [1]-[3]. For this purpose, lots of numerical techniques had been suggested by
using different techniques including quadrature formula, homotopy perturbation method and
its variant forms, Taylor series, divided difference and decomposition method [4]–[10]
Correspondingly, in this study, we have suggested an improvement of new iterated method
by using [11, 12] and numerical condition for solving a real root of nonlinear equations. From
results, it is shown that the recommended method converges quickly and is more competent
with the assessment of Newton Raphson method. C++ programming is used to justify the
results of proposed method. Numerical fallouts supports this theory as compared with
Newton Raphson method for certain functions.
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MATERIAL AND METHOD

Considering the nonlinear equation, such as( ) = 0 (1)
Now writing ( + ℎ) in Taylor’s series expansion about x, we obtain( + ℎ) = ( ) + ℎ `( ) + (ℎ) (2)(ℎ) = ( + ℎ) − ( ) − ℎ `( ) (3)
Supposing `( ) ≠ 0,for searching the value of h, so ( + ℎ) = 0, such that( ) + ℎ `( ) + (ℎ) = 0 (4)
This is equivalent to finding the following `h`

ℎ = − ( )`( ) − (ℎ)`( ) (5)
Eq (5) can be rewritten in the following formℎ = + (ℎ) (6)
where = − ( )`( ) (7)
and (ℎ) = − (ℎ)`( ) = − ( + ℎ) − ( ) − ℎ `( )`( ) (8)
Here c is a constant and N(h) is a nonlinear function. When we apply the technique of [11], inEq (8) we get

= − ( + ∗) + ( + )1 − ′( + ∗) (9)
when x is sufficiently close to the real solution of f(x) = 0, ∗ ≈ 0. Thus Eq (9) is converted
to

= − ( ) + ( + )1 − ′( ) (10)
Applying the Adomian’s method to Eq (6), we get



No. I :21 	 A New Acceil 

N(c) 	 f (x +  c) 
N 

— NV) =,,f'(x) — 2r + 

ho  
I xn.) 

X9) 

f (x,)  
xn+, = x„ " r(,) 

- 	(hp 
ue hEve 

X = Xn-H.  

x x 	Cho  

(Xn) f (xn+ 1) 

 

f (xt) 
X = Xn 

2f (x 	f (Xn) 

xn+ 	xn  + h 

i. 	=A xii. ) = f(x„) in Eci (14), wet 

xn+ - 
	 (xn)  

I he h2ii towing section shows that in 
proof 
Using the relation en  --= x, — a it. 	 iylor 

r.(] f(Xn),,r(xn) and f (x „ f (x„)) 	h using 	 a 
 2fla 

f(xn) (a)(en ce72) 

(X21) =f (a)(1 	'en) 

n 	(xn f (x.)) rxn) 

PJCIS (2018), Vol. 3, No. 1 :21-26 A New Accelerated Method

23

= (ℎ ) = ( ) = ( )1 − ′( ) = ( + )2 ′( ) − 2 ′( + ) (11)
Now we construct the iterative method. For ℎ ≈ ℎ = − ( )`( ) , obtains ℎ + ≈ −( )`( ), which yields Newton method = − ( )`( )
For k = 1, one obtains ℎ ≈ ℎ + (ℎ ), ℎ + ≈ + ℎ + (ℎ ), which suggests the
following iterative technique, we have

= − ( )2 `( ) − `( ) (12)
Eq (12) can also be written as

= − ( )2 `( ) − `( ) (13)
Where, = + ℎ (14)
By using numerical condition i.e. ℎ =∆ ( ) = ( ) in Eq (14), then substitute in Eq (13),
we get = − ( )2 ` + ( ) − `( ) (15)
Hence Eq (15) is a new accelerated iterated method.

RATE OF CONVERGENCE

The following section shows that the New Accelerated Method is Quadratic Convergence.
proof
Using the relation = − a in Taylor series, ore from Taylor series we estimate( ), `( ) `( + ( )) with using this condition c = ``( )`( ) and ignoring higher

order term, we have ( ) = `( )( + ) (16)
or `( ) = `( )(1 + 2 ) (17)
and
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+ ( ) = `( )[ + ( ) + ( + ( ))
Or ` + ( ) = `( )[ 1 + `( ) + 2 1 + `( ) + ( ) ]` + ( ) = `( ) 1 + `( ) [1 + 2 + ( ) ] (18)By using Eq (16) and Eq (17) in Eq (18), we obtain` + ( ) = `( ) 1 + `( )(1 + 2 ) 1 + 2 1 + `( )` + ( ) = `( ) [1 + `( ) + 2 + 6 `( ) + 2 ` ( )] (19)By usingEq (19) and Eq (17), thus2 ` + ( ) − `( ) = `( )[2 + 2 `( ) + 12 `( ) + 4 + 4 ` ( ) − 1 − 2 ]2 ` + ( ) − `( ) = `( )[[1 + 2 `( ) + 2 {1 + 6 `( ) + 2 ` ( )}] (20)
Substituting Eq (16) Eq (17) Eq (15), we have

= − `( )( + )`( )[[1 + 2 `( ) + 2 {1 + 4 `( ) + 2 `( ) + 2 ` ( )}]= − (1 + )[1 + 2 `( ) + 2 {1 + 4 `( ) + 2 `( ) + 2 ` ( )}]= − (1 + )[1 − 2 `( ) − 2 {1 + 4 `( ) + 2 `( ) + 2 ` ( )}]
= 2 `( ) + 2 32 + 4 `( ) + 2 ` ( ) (21)

By using Eq (1) in Eq (16), then substitute Eq (21), we get

= −2 ``( ) + 2 32 + 4 `( ) + 2 ` ( )
= −2 ``( ) + 2 32 + 4 `( ) + 2 ` ( )

Hence, this proves that the proposed iterative method has second order of
convergence.
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RESULTS AND DISSCUSSIONS

In this section, C++ programming is used to examine the fallouts of proposed method.
The developed second order method is applied on few examples of nonlinear functions and
interrelated with the Newton Raphson Method as shown in Table-1. From the numerical
results, it has been observed that the second order accelerated method is reducing the number
of iterations which is less than the iteration number of the Newton Raphson Method as well
as accuracy as depicted in the following table.

Table-1: Numerical Results of New Method

FUNCTIONS METHODS ITERATIONS ROOT A E
e-x-cosx

xo=5
Newton Raphson Method

New Method
3
2

4.72129 4.76837e-7

1.35655e-2

Sinx-x+1
xo=0.5

Newton Raphson Method
New Method

8
7

1.93456 1.19209e-7

1.27554e-5

x2 -ex–3x+2
xo=1.5

Newton Raphson Method
New Method

5
4

0.259171 2.98023e-8

1.77413e-4

2x-lnx-7
xo=6

Newton Raphson Method
New Method

4
4

4.21991 4.76837e-7

4.76837e-7

sinx-0.5x
xo=2

Newton Raphson Method
New Method

4
4

1.89549 1.19209e-7

1.19209e-7

CONCLUSION

The problem of locating roots of nonlinear equations occurs frequently in scientific
work. In this study, a new accelerated method is suggested and analyzed to determine the
nonlinear problems. The developed method is convergence quadratically. Few examples
exemplify the performance of the new method this makes it superior to the Newton iterative
method with accuracy as well as iteration perception. Henceforth, it is observed from
numerical outcomes that the proposed second order accelerated method is well execution,
more effectual and informal to employment for solving non-linear equations.

ACKNOWLEDGEMENT

The author is thankful to Dr. Asif Ali Shaikh (Professor Department of Basic Sciences and
Related Studies, Mehran University of Engineering and Technology, Jamshoro, Pakistan)
who provided me professional knowledge and guidance for research work, as well as support
to family, that’s why the author could be able to do this research.



PJCIS (2018), Vol. 3, No. 1 :21-26 A New Accelerated Method

26

REFERENCES

[1] C. N. Iwetan et al., “Comparative Study of the Bisection and Newton Methods in
solving for Zero and Extremes of a Single-Variable Function” J. NAMP, vol. 21, pp.
173–176, 2012.

[2] N. Yasmin and M. Junjua, “Some derivative free iterative methods for solving
nonlinear equations,” Acad. Res. Int., vol. 2, no. 1, pp. 75–82, 2012.

[3] B. N. Datta, “Lecture Notes on Numerical Solution of Root − Finding Problems MATH
435,” 2012. Available: http://www.math.niu.edu/~dattab/math435.2009/ROOT-FINDING.pdf

[4] U. K. Qureshi, A. A. Shaikh, et al., “Modified Free Derivative Open Method for
Solving Non-Linear Equations,” Sindh Univ. Res. Journal-SURJ (Science Ser.), vol.
49, no. 4, pp. 821–824, 2017.

[5] S. Q. E. Soomro and A. A. Shaikh, “On the Development of A New Multi-Step
Derivative Free Method to Accelerate the Convergence of Bracketing Methods for
Solving f(x)=0,” Sindh Univ. Res. Journal-SURJ (Science Ser.), vol. 48, no. 3, pp.
601–603, 2016.

[6] S. Abbasbandy, “Improving Newton Raphson Method for Nonlinear Equations by
Modified Adomian Decomposition Method,” Appl. Math. Comput., vol. 145, no. 2–3,
pp. 887–893, 2003.

[7] E. Babolian and J. Biazar, “Solution of Nonlinear Equations by Modified Adomian
Decomposition Method,” Appl. Math. Comput., vol. 132, no. 1, pp. 167–172, 2002.

[8] C. Solanki, P. Thapliya, and K. Tomar, “Role of Bisection Method,” Int. J. Comput.
Appl. Technol. Res., vol. 3, no. 8, pp. 533–535, 2014.

[9] A. A. Sangah, A. A. Shaikh, et al., “Comparative Study of Existing Bracketing
Methods with Modified Bracketing Algorithm for solving Nonlinear Equations in
single variable,” Sindh Univ. Res. Journal-SURJ (Science Ser.), vol. 48, no. 1, pp.
171–174, 2016.

[10] A. A. Siyal, et al., “Modified Algorithm for Solving Nonlinear Equations in Single
Variable,” J. Appl. Environ. Biol. Sci, vol. 7, no. 5, pp. 166–171, 2017.

[11] M. Basto, et al., “A new iterative method to compute nonlinear equations,” Appl.
Math. Comput., vol. 173, no. 1, pp. 468–483, Feb. 2006.

[12] J. Feng, “A New Two-step Method for Solving Nonlinear Equations,” Int. J. Nonlinear
Sci., vol. 8, no. 1, pp. 40–44, 2009.


